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D
esktop Platform

 Idle Pow
er Trend 2008 – 2017 

 
•Estim

ates beyond 2015 are 
based on trends 

–D
esktop pow

er has 
dropped significantly 
since 2008 

–Year over year pow
er 

reduction opportunity 
leveling off 

 

D
ata Source - Intel 
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Technical Feasibility Synopsis 
•

M
eeting C

EC
 proposed requirem

ents for desktops m
ay be technically feasible, but present 

significant industry investm
ent and enabling challenges,  that are unlikely to m

eet C
EC

’s cost 
effectiveness criteria.  D

esktop platform
 focus areas: 

•
D

eep silicon and pow
er supply enhancem

ents 
–

D
eeper package C

 states on D
T silicon 

–
W

ith considerable system
 ecosystem

 dependencies and validation costs, as w
ell as usability issues (in field H

/W
 changes) 

•
Pow

er supply efficiency optim
izations (covered as a separate topic) 

•
M

otherboard optim
izations and design guidelines 

–
6-7W

 m
easured pow

er deltas betw
een best and w

orst of class m
otherboards 

•
0W

 O
D

D
 and 1W

 H
D

D
 

–
H

D
D

 through O
S background activity suppression (e.g. M

icrosoft M
odern Standby) as w

ell as integrated or on system
 non

-volatile 
m

em
ory 

–
Zero pow

er O
D

D
 (com

m
onplace for m

obile and present on m
obile FF drives), but added cost 

•
O

S –
O

S support of a long idle state (i.e. S0ix) critical 
–

K
ey investm

ents needed to reduce background activity, w
ired netw

ork offloading/filtering, and H
D

D
 access reduction 

•
Longer term

, short idle pow
er increases due to bandw

idth im
pact of higher resolution displays w

ill be a huge 
issue 
–

W
e m

ust w
ork/support new

 I/O
 protocols to reduce external display platform

 pow
er im

pacts 
–

Sim
ilar protocols to eD

P Panel Self Refresh (send only w
hat has changed, not full fram

es) 
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D
eeper D

esktop C
 States 

•D
esktop parts higher pow

er than 
m

obile com
ponents at idle 

–They are higher pow
er as they are binned 

for perform
ance and frequency, thus, they 

inherently have higher leakage 
–PC

6 turns off the IA
 and G

T cores, but rest 
of SoC

 rem
ains pow

ered (uncore, etc.) 

•C
10 can potentially be enabled for 

desktop com
ponents, but there are 

m
any challenges 

–N
ext slide…
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Source: http://w
w

w
.intel.com

/content/dam
/w

w
w

/pub
lic/us/en/docum

ents/datasheets/4th
-gen-core-fam

ily-d
esktop-vol-1-d

atasheet.p
d

f 

Source: http://w
w

w
.intel.com

/content/w
w

w
/us/en/processors/core/4th-gen-core-fam

ily-m
obile-u-y-processor-lines-vol-1-d

atasheet.htm
l 
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Enabling D
eep Low

er Pow
er States – H

W
 Im

pacts 
•

D
epending upon the actions w

e w
ish to perform

 w
hile in a low

 pow
er state, integrated IPs and all 

m
otherboard devices w

ill need to be tolerant of the required latency for the action 
–

For exam
ple, today m

obile C
10 can incur a 3m

s latency 
–

A
ll peripherals m

ust be tolerant of this latency 

•
Latency is com

m
unicated to the platform

 in several w
ays: 

–
Im

plicit: ascertained by link state (e.g. SA
TA

 active/partial/slum
ber/D

EV
SLP#) 

–
Explicit: com

m
unicated by device (e.g. PC

Ie LTR, U
SB

2 LP
M

 L1) 
–

A
ssum

ed: O
S turns the device off (third party graphics) 

•
There w

ill be significant validation burden to silicon suppliers as w
ell as our custom

ers building 
system

s (added cost) 
–

B
eyond cost,  there are long lead-tim

e validation and industry enabling challenges in a diverse desktop ecosystem
 

•
There are significant challenges w

ith respect to in field hardw
are upgrades 

–
System

 purchased w
ith integrated graphics, and populates older external graphics card 

–
D

evice does not support RTD
3 and/or LTR

 
–

W
e can no longer enter the low

 pow
er state! 

•
In short, w

e need all integrated peripherals to support latency plum
bing and/or RTD

3, as w
ell as a 

graceful w
ay to tell user that an ‘unfriendly’ peripheral has been populated 

5 
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Enabling D
eep Low

er Pow
er States – O

S Im
pacts 

•To m
axim

ize RO
I of energy cost of transition to low

 pow
er states, O

S to 
m

inim
ize num

ber of break events 
–

For exam
ple, M

icrosoft C
onnected Standby im

plem
entations sw

itch to dem
and-based tick 

•N
etw

ork traffic suppressed through push infrastructure and program
m

ing of 
netw

ork filters, so w
e only w

ake on netw
ork packets that are targeted to the 

particular system
 of interest 

•U
nused devices should be placed in RTD

3 aggressively beforehand
 

•D
epending on the pow

er supply configuration and actions taken there, there is 
likely m

ore RTD
3 dependence than on a traditional m

obile system
 

–
For exam

ple, w
e likely need the graphics to be in R

TD
3 cold such that it has no 

dependency on low
 latency access to system

 resources 

•N
eed O

S infrastructure to inform
 user of non-participating device 

–
e.g. Y

ou have populated a device that has dram
atically im

pacted your energy efficiency 

•N
ote that installation of poorly behaving softw

are can result in significant 
pow

er regressions (increases) 
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evice Pow

er M
anagem

ent C
ollateral 

•D
riving pow

er m
anagem

ent im
provem

ents for all client platform
 devices  

w
ith detailed collateral since 2013 

–
A

udio, B
luetooth, D

isplay, G
fx, LA

N
, N

FC
, Touch Screen, W

LA
N

, Storage (H
D

D
, SSD

, O
D

D
), U

SB
, W

W
A

N
 

–
O

S agnostic – include O
S caveats as appropriate 

–
C

reation of future generation collateral through 2018 in progress 

•C
ontent and updates based on engineering evaluation and iterative 

custom
er &

 vendor feedback 
•C

ollateral available under Intel N
D

A
 to O

EM
/O

D
M

 custom
ers and IH

V
 

technology vendors 
•“Platform

 D
evice Pow

er Targets and Related Recom
m

endations: D
evice 

Pow
er Specification” 

–
2015 G

uidelines v1.1, Septem
ber 2015; 2016 G

uidelines v0.7, Septem
ber 2015; 2017 G

uidelines v0.5, 
Septem

ber 2015; 2018 G
uidelines, W

IP
. 

•“Runtim
e D

3 (RTD
3) H

ardw
are and Softw

are Recom
m

endations” 
–

2015 G
uidelines v1.0, Septem

ber 2015; 2016 G
uidelines v0.7, Septem

ber 2015; 2017 G
uidelines v0.5, 

Septem
ber 2015; 2018 G

uidelines, W
IP

. 
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H
D

D
 Pow

er Reduction 
•Pow

er reduction of hard drives in idle m
ode is problem

atic (H
D

D
 presentations to 

follow
) 

–
M

ost system
s configured to never spin dow

n drives in short idle m
ode 

–
If not, m

ost users disable once they feel the 5-8s spin up tim
e of a desktop H

D
D

 (per O
EM

 
data) 

–
N

eed a cost effective solution that allow
s drive to be pow

ered off, and avoid usability issues 
such that it is actually used (long idle, user aw

ay, im
m

ediate spin-up w
hen user w

akes system
) 

•Solving this requires a com
bination of O

S as w
ell as hardw

are support 
–

Som
e am

ount of non-volatile m
em

ory (at least 16G
B

, likely 32G
B

) 
–

O
S S0ix support such as W

indow
s M

odern Standby such that: 
–

B
ackground app activity suppressed 

–
B

ackground disk service activity suppressed (virus scanner, etc.) 

•Issues 
–

Reliability of drive, rated spindow
n tim

es 
–

Energy cross-over point (am
ortization), quick spin up/dow

n cycles should be avoided 
–

C
ost adder could be appreciable to do this properly and have the feature actually be used
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C
onclusions and N

ext Steps 
•C

EC
 targets w

ill require com
prehensive system

-w
ide 

approach to reduce system
 pow

er through a com
bination of: 

•
D

eep silicon low
 pow

er states and the validation and ecosystem
 w

ork associated w
ith that 

•
Pow

er supply efficiency optim
izations 

•
M

otherboard optim
izations and design guidelines 

•
0W

 O
D

D
 and 1W

 H
D

D
 

–
N

on-volatile m
em

ory and O
S support for H

D
D

 pow
er dow

n, zero-pow
er O

D
D

 (if present) 

•
O

S –
O

S support of a long idle state (i.e. S0ix) is critical to m
aking it all w

ork 
–

K
ey investm

ents needed to ensure/enforce platform
 quiescence (background activity, w

ired netw
ork filtering, and 

H
D

D
 accesses) 

•
Longer term

, short idle pow
er increases due to bandw

idth im
pact of higher resolution 

displays w
ill be a huge issue (w

ill discuss later) 
–

W
e m

ust w
ork/support new

 I/O
 protocols to reduce external display platform

 pow
er im

pacts 
–

Sim
ilar protocols to eD

P
 Panel Self Refresh (send only w

hat has changed, not 

9 
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C
onsiderations for future 

system
 bandw

idth  
G

ary C
how

 
C

lient Planning &
 A

rchitecture 
 C

lient C
om

puting G
roup 

Intel C
orporation  
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System
 SoC

 Integration Trends 

•
M

oore’s law
 continues to drive silicon integration of new

 capabilities and functionality w
ith 

each new
 generation of products 

•
Total SoC

 B
W

 requirem
ents are determ

ined by evaluating the needs of each subsystem
 (e.g. 

C
PU

, G
raphics, M

edia, Im
aging, I/O

, etc) 
•

Each PC
 segm

ent w
ill undergo integration at differing rates due to perform

ance, pow
er, cost, 

design com
plexity trade-offs. 

•
Forw

ard looking m
arket access requirem

ent m
ust com

prehend the “design space” that future 
products can occupy to ensure future innovation.  
 

11 
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PCIe 
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Ctrl 1 
GPU

 
Display 

Ctrl 1 
GPU

 
Display 

Potential M
em

ory topologies 

12 

3-M
ainstream

 Discrete Graphics, 4-Perform
ance Integrated &

 Discrete 
Sw

itchable Graphics, 5-High Perform
ance Discrete Graphics, 6-High 

Perform
ance Integrated &

 Discrete Sw
itchable Graphics,  

In-package high bandw
idth 

m
em

ory (e.g. eD
RA

M
) 

Traditional System
 m

em
ory 

(e.g D
D

R4 D
IM

M
) 

Traditional G
fx m

em
ory (e.g 

G
D

D
R5) 

In-package high bandw
idth 

m
em

ory (e.g. H
B

M
) 

7- Desktop w
ith tw

o m
ainstream

 Discrete 
Graphics, 8- Perform

ance Desktop w
ith tw

o 
High Perform

ance Discrete Graphics 

1-M
ainstream

 Integrated Graphics, 2-Perform
ance Integrated Graphics 
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System
 B

andw
idth Trends 

C
PU

  

•
D

ifferent tiers of perform
ance 

categories have diverging B
W

 
trajectories. H

igher perform
ance 

tiers have steeper year-over-year 
grow

th.  
 

•
A

s functionality is integrated into 
silicon, B

W
 requirem

ents takes on a 
broader range but currently there is 
no m

echanism
 for additional 

integrated functionality to expand 
beyond B

ase TEC
 lim

its. 
 

dG
FX

 

Future 

Included 
in B

ase 
TEC

? 

A
dder? 

+ 15 

Industry to propose TEC
 adders based on system

 m
em

ory B
W

: 
•

System
 m

em
ory B

W
 serves as a proxy for processor capability 

•
System

 B
W

 adders to coexist w
ith other proposed adders (does not replace other proposals) 

•
Products follow

ing historical B
W

 grow
th trend should be covered by B

ase TEC
 w

hile step-function 
im

provem
ent capability should be eligible for an adder.  

Source: com
pilation of public data from

 Intel, A
M

D
, N

V
ID

IA
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Legal N
otices and D

isclaim
ers 

IN
FO

RM
A

TIO
N

 IN
 TH

IS D
O

C
U

M
EN

T IS P
RO

V
ID

ED
 IN
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O

N
N

EC
TIO

N
 W

ITH
 IN

TEL P
RO

D
U

C
TS. N

O
 LIC

EN
SE, EX

P
RESS O

R IM
P

LIED
, B

Y ESTO
PP

EL O
R O

T
H

ERW
ISE, TO

 A
N

Y IN
TELLEC

TU
A

L 
P

RO
P

ERTY RIG
H

TS IS G
RA

N
TED

 B
Y TH

IS D
O

C
U

M
EN

T. EX
C

EP
T A

S P
RO

V
ID

ED
 IN

 IN
TEL'S TERM

S A
N

D
 C

O
N

D
ITIO

N
S O

F SA
LE FO

R SU
C

H
 P

RO
D

U
C

TS, IN
TEL A

SSU
M

ES N
O

 LIA
B

ILITY 
W

H
A

TSO
EV

ER A
N

D
 IN

TEL D
ISC

LA
IM

S A
N

Y EX
P

RESS O
R IM

P
LIED

 W
A

RRA
N

TY, RELA
TIN

G
 TO

 SA
LE A

N
D

/O
R U

SE O
F IN

TEL P
RO

D
U

C
TS IN

C
LU

D
IN

G
 LIA

B
ILITY O

R W
A

RRA
N

TIES RELA
TIN

G
 TO

 
FITN

ESS FO
R A

 PA
RTIC

U
LA

R P
U

RPO
SE, M

ERC
H

A
N

TA
B

ILITY, O
R IN

FRIN
G

EM
EN

T O
F A

N
Y P

A
TEN

T, C
O

P
YRIG

H
T O

R O
TH

ER IN
TELLEC

TU
A

L P
RO

P
ERTY RIG

H
T.  

 Intel m
ay m

ake changes to specifications and product descriptions at any tim
e, w

ithout notice. D
esigners m

ust not rely on the absence or characteristics of any features or instructions 
m

arked "reserved" or "undefined". Intel reserves these for future definition and shall have no responsibility w
hatsoever for conflicts or incom

patibilities arising from
 future changes to them

. 
D

o not finalize a design w
ith this inform

ation.  
 The products described in this docum

ent m
ay contain design defects or errors know

n as errata w
hich m

ay cause the product to d
eviate from

 published specifications. C
urrent characterized 

errata are available on request. 
 •

A
ll inform

ation provided here is subject to change w
ithout notice. C

ontact your Intel representative to obtain the latest Intel product specifications and roadm
aps. 

 Softw
are and w

orkloads used in perform
ance tests m

ay have been optim
ized for perform

ance only on Intel m
icroprocessors.  

 A
ll products, com

puter system
s, dates and figures specified are prelim

inary based on current expectations, and are subject to
 change w

ithout notice. Results have been estim
ated or 

sim
ulated using internal Intel analysis or architecture sim

ulation or m
odeling, and provided to you for inform

ational purposes.  
 Intel technologies m

ay require enabled hardw
are, specific softw

are, or services activation. N
o com

puter system
 can be absolutely secure. Intel does not assum

e any liability for lost or stolen 
data or system

s or any dam
ages resulting from

 such losses. Tests docum
ent perform

ance of com
ponents on a particular test, in specific system

s. D
ifferences in hardw

are, softw
are, or 

configuration w
ill affect actual perform

ance. C
onsult other sources of inform

ation to evaluate perform
ance as you consider yo

ur purchase.  
•

For m
ore com

plete inform
ation about perform

ance and benchm
ark results, visit http://w

w
w

.intel.com
/perform

ance 
 Intel C
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docum
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arks, copyrights, or other intellectual 
property rights. 
 C
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